Cloud-based vehicular networks are a promising paradigm to improve vehicular services through distributing computation tasks between remote clouds and local vehicular terminals. To further reduce the latency and the transmission cost of the computation off-loading, we propose a cloud-based mobile-edge computing (MEC) off-loading framework in vehicular networks. In this framework, we study the effectiveness of the computation transfer strategies with vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V) communication modes. Considering the time consumption of the computation task execution and the mobility of the vehicles, we present an efficient predictive combination-mode relegation scheme, where the tasks are adaptively off-loaded to the MEC servers through direct uploading or predictive relay transmissions. Illustrative results indicate that our proposed scheme greatly reduces the cost of computation and improves task transmission efficiency.

Motivations for Predictive Offloading

With the ever-increasing number of vehicles on the roads and the development of the Internet of Vehicles (IoV), vehicles constitute a considerable portion of the things connecting to the Internet. In the IoV paradigm, smart automobiles can provide intelligent vehicle control, traffic management, and interactive applications with their equipped computation units and communication technologies. These services and applications may require significant computation resources and constrained time delays [1]. However, in general, the computational capabilities of the automobile terminals are...
limited. The computation resource-hungry applications pose a significant challenge to the resource-limited vehicular terminals.

To cope with the explosive computation demands of automobile terminals, cloud-based vehicular networking is widely considered as a new paradigm to improve service performance. By integrating communication and computing technologies, cloud-enabled networks allow applications to either run locally on the automobile terminals or be off-loaded to the remote computation cloud.

Mobile cloud computing greatly improves resource utilization and computation performance. However, considering the capacity limitation and delay fluctuation of the transmission on the backhaul and backbone networks, placement of the cloud servers far away from the mobile vehicles may cause serious degradation of the off-loading efficiency. MEC is proposed as a promising solution that pushes the cloud service to the edge of the radio access network and provides cloud-based computation off-loading in close proximity to the mobile vehicular terminals.

In MEC networks, various computation tasks have different resource requirements, including the computation resources for task execution and the communication resources for task transmission. Because MEC servers operate at the edge of radio access networks and transmit tasks with the aid of connected roadside units (RSUs), their service areas may be limited by the radio coverage of the RSUs. Due to their high mobility, vehicles in transit may pass through several RSUs and MEC servers during the task-off-loading process, and they can off-load their computation task to any MEC servers that they can access. The selection of the target MEC servers affects the off-loading efficiency.

Furthermore, in vehicular networks, there are several ways for vehicles to access RSUs that are connected with MEC servers, such as V2I mode and V2V mode. The dynamic topology changes caused by the mobility of vehicles make off-loading transmission complex. To improve task accomplishment efficiency, it is imperative that an optimal task-off-loading scheme with MEC server selection and communication management be available in the MEC cloud-based vehicular networks.

In this article, we propose a cloud-based MEC off-loading framework in vehicular networks, where both the heterogeneous requirements of the computation tasks and the mobility of the vehicles are considered. We focus on MEC server selection and task transmission management. Based on the analysis of the characteristics of various off-loading strategies, we propose a predictive-mode transmission scheme for task-file uploading. This scheme greatly improves the transmission efficiency while meeting the delay constraint of the computation tasks. Moreover, we design an optimal predictive combination-mode MEC off-loading mechanism for various types of computation tasks in accordance with their different requirements. The mechanism minimizes the total cost of the off-loading process under the delay tolerance of each computation task. Illustrative results demonstrate that our proposed mechanism significantly reduces the off-loading cost by effectively utilizing multi-off-loading modes.

Related Work
Recently, there has been a large amount of work on cloud-enabled vehicular networks. A coalition game model to manage and share the resources among different cloud service providers is proposed in [2]. In [3], the authors
exploited the cognitive radio and soft data fusion in vehicular access networks and designed a distributed traffic off-loading scheme for cognitive cloud vehicular networks. By combining the vehicular cloud with the fixed central cloud, [4] proposed a flexible off-loading strategy to discover unutilized resources and carry out task mitigation. In [5], the authors designed a vehicular fog computing architecture that utilizes a collaboration of vehicles and near-user edge devices to carry out communication and computation.

As one of the most promising technical approaches to improve the effectiveness of cloud computing, MEC has attracted considerable attention recently. To investigate the MEC mechanisms, [6] studied a multiuser MEC computation off-loading problem in a multichannel wireless environment and designed a distributed game theoretic off-loading scheme. The authors in [7] made a case study where fifth-generation and MEC collaborate to provide real-time context-aware communication. The performance of an infrastructure cloud is compared with that of a mobile-edge cloud in terms of the application running time in [8]. In [9], the authors designed a mechanism for MEC networks to exploit cloud-based packet core infrastructures with virtualization.

Although many studies focus on cloud-based vehicular networking and MEC technologies, in the recent literature, very few articles feature studies on MEC cloud-enabled vehicular networks. In addition, the impact of both vehicle mobility and the various vehicular network communication schemes on computation off-loading performance has been ignored. Unlike these works, in this article, we study the computation off-loading mechanism in mobile-edge cloud-based vehicular networks and propose optimal strategies for various types of computation tasks for MEC server selection and task transmission management.

Computation and Communication in Vehicular Networks

Driven by the development of the IoV, more smart vehicles are on the road. These vehicles are always equipped with computation units, multicommunication technologies, a comprehensive sensor platform, and human–computer interaction devices. With the aid of this equipment and technology, smart vehicles can provide many intelligent traffic applications, such as active driving safety assistance, smart parking, road traffic monitoring, and automatic management. In addition, there are some on-board multimedia and convenience applications for drivers and passengers. Some of these applications require intensive computation and have tight delay constraints, especially the applications with dynamic video processing and real-time interaction, for example, the application of image-aided navigation, natural language processing, and interactive gaming.

The applications with high computational requirements pose great challenges to the existing vehicular terminals, especially in terms of their computational resources. However, in general, vehicles have weak computation capability and limited storage space. To meet the ever-increasing computation demand of these applications, off-loading the computation tasks to MEC servers through cloud-based vehicular networks is an appealing idea. The operation of cloud-based vehicular networks calls for effective communication between fast-moving vehicles and MEC servers, which transmit task-input files and computation output between them.

In vehicular communication networks, dedicated short-range communication (DSRC) is one of the most reliable wireless technologies, providing two-way, short-range communication between vehicles and infrastructures. In general, DSRC refers to a suite of standards that includes IEEE 802.11p [14], the IEEE 1609 protocol family, and a Society of Automotive Engineers message set [10]. In the architecture of DSRC, there are two types of communication entities. One is the RSU, which is located along the roadside, providing data access service to vehicles. The other is the on-board unit on vehicles, which enables them to communicate with adjacent RSUs and neighboring vehicles. DSRC provides two modes of wireless communications, i.e., V2I and V2V. When a vehicle is out of the radio coverage area of an RSU, it may access the RSU through multihop V2V relay transmissions [11].

By utilizing vehicular communication networks, the computation tasks of vehicular applications can be off-loaded to MEC servers. However, due to time-variant vehicular wireless communication channels and contention-based media access schemes as well as the limited transmission range of DSRC technologies, obtaining timely and reliable data transmission between vehicles and MEC servers is still a challenge.

Mobile-Edge Computing in Cloud-Enabled Vehicular Networks

Figure 1 shows the architecture of the mobile-edge cloud-enabled vehicular networks. We consider a unidirectional road, which has uninterrupted traffic in a free-flow state. Along the road, there are RSUs. The distance between every two adjacent RSUs is $L$. Each RSU provides wireless access service for the vehicles within its transmission range. We consider the transmission range to be $L/2$. The road can be divided into several segments.
with length $L$. Through V2I communication mode, the vehicles running within a given segment can only access the RSU located in the corresponding segment.

The RSUs communicate with each other through wireless backhauls. Each RSU is equipped with an MEC server with limited computation resource. For many applications, such as speech recognition, the size of the computation task-input data is much larger than that of the outcome [6]. To improve the transmission efficiency of the wireless backhauls, the task-input file cannot be transmitted between the RSUs. In other words, each MEC server only executes the computation task received from the RSU with which it connects. However, because the output data is small, the computation output can be transmitted between RSUs through wireless backhauls.

All the vehicles move at a constant speed along the road. The distribution of the vehicles on the road follows a Poisson distribution [11]. The traffic density in terms of vehicles per unit distance is $\lambda$. Each vehicle has a computation task that can be either accomplished locally by the vehicular terminal or be computed remotely on the MEC servers. The computation task is denoted as $T = \{c,d,t_{\text{max}}\}$. Here, $c$ is the amount of the computation resource required to accomplish task $T$. For example, $c$ can be quantified as the required number of central processing unit cycles. The variable $d$ denotes the size of the computation input file describing some information of the computation task, such as the program codes or the recorded video, and $t_{\text{max}}$ is the delay tolerance of the task.

To study the effects of the computation task characteristics on the design of off-loading schemes, we classify the tasks into $S$ types and present the tasks as $T_i = \{c_i,d_i,t_{\text{max},i}\}, i \in S$. According to their computation task types, the vehicles can be correspondingly classified into $S$ types. The proportion of the vehicles with type-$i$ tasks in all the vehicles on the road is given as $\rho_i$, where $i \in S$ and $\sum_{i=1}^{S} \rho_i = 1$ (see Table 1).

### Off-Loading with Predictive Transmission

Due to proximity, MEC servers are able to reduce transmission cost and provide fast interactive response in the computation off-loading service. However, compared with the traditional cloud server location at the backbone network, which always has an enormous computation resource, the MEC server still suffers from the resource limitation. There is a certain time overhead for the MEC servers to accomplish each computation task, especially for the MEC servers located in the road segments with high density of vehicles and a large number of computation tasks.

In vehicular communication networks, both the vehicles and the RSUs are DSRC devices, which have short communication range. Under this range limitation, if a vehicle chooses to off-load its computation task to the MEC servers through the V2I transmission mode, it can only access the RSU whose communication area covers it. As a consequence of this data access, the task of this vehicle can only be executed on the MEC server connected to the RSU.

Figure 2 shows the scenario where the vehicles off-load their tasks to the MEC servers through direct V2I mode. Considering that a vehicle runs on an expressway with high speed, if the accomplishment of its computation task takes a relatively long time, the vehicle may pass through several RSUs during the task execution period. In this case, the sending back of the computation output to the vehicle needs to be transmitted

### Table 1: The main notations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>Total number of vehicle types</td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>Proportion of type-$i$ vehicles</td>
</tr>
<tr>
<td>$J_{i,\text{max}}$</td>
<td>Maximum hop of available MEC servers for type-$i$ vehicles</td>
</tr>
<tr>
<td>$P_{ij}$</td>
<td>Probability of type-$i$ vehicles choosing MEC server $j$</td>
</tr>
<tr>
<td>$f_{ij}$</td>
<td>Cost of type-$i$ vehicles choosing MEC server $j$</td>
</tr>
</tbody>
</table>
Obtaining timely and reliable data transmission between vehicles and mobile-edge computing servers is still a challenge.

From the MEC server 1 that has accomplished the task to the RSU n that the vehicle newly accesses. Due to its easy deployment and low cost, wireless backhaul is widely used in the communication between adjacent RSUs. The computation output feedback takes a multihop wireless relay between several RSUs. The interference between the wireless links makes the wireless backhaul transmit at a low rate and with unpredictable delay [12]. The time overhead and transmission cost of the multihop relay seriously degrade the task transmission effectiveness improvement obtained through MEC technologies.

Given the large number of vehicles on the road, vehicles can communicate with each other through multihop V2V connections. Putting these underutilized V2V communication resources into use offers great help for load balancing and delay reduction in vehicular communication networks. Furthermore, unlike the RSU access service that is provided by some operators, the V2V communication is always self-organized by running vehicles and costs much less than V2I communication.

Motivated by the reasons just mentioned, we propose a computation off-loading scheme with predictive-mode transmission. Figure 3 illustrates the computation off-loading through the predictive-mode scheme. In this scheme, the vehicles send their task-input files to the MEC servers ahead of their running direction. Based on the accurate prediction of the file transmission time and the task execution time as well as the time spent for the vehicle on the road, vehicle k can arrive at the communication area of RSU n at the exact time when its task has just been accomplished. The computation output can be transmitted directly from RSU n to the vehicle through V2I transmission without multihop backhaul relay. Therefore, transmission cost for task off-loading can be saved.

We note that different types of computation tasks take various execution times and have different delay tolerances. In addition, the transmission delay of both V2I and V2V modes is affected by the wireless channel states, the vehicle density on the road, and the size of the task-input files. To make better utilization of the communication and computational resources of cloud-based vehicular networks, an optimal computation off-loading scheme is imperative.

Optimal Combination-Mode Off-Loading

With the aid of the MEC cloud servers, each vehicle can choose to accomplish its computation task either locally on its own vehicular terminal or remotely on an MEC server. The selection of the task-completion mode not only depends on the processing time requirement but also on the corresponding cost. This cost may include energy consumption, the fee charged by computing and communication service providers, etc.

Local Computing or Cloud Computing

In vehicular networks, we consider that each vehicle has a homogeneous computation resource, which is denoted as $c_0$. For easy presentation, the vehicles are named with type-i tasks as type-i vehicles. If a type-i vehicle chooses to accomplish its task $T_i$ through local computing, the task execution time can be given as $t_{i,\text{local}} = c_i/c_0$, and the cost of the local computing is $f_{i,\text{local}}$. If $t_{i,\text{local}} > t_{i,\text{max}}$, type-i vehicles should off-load their tasks to the MEC servers to accomplish the tasks under the delay constraints.

When portions of the vehicles choose cloud computing mode, their tasks are off-loaded to the MEC servers. Let $P_j$ denote the probability of type-i vehicles that choose to off-load their tasks to the MEC servers connected to the RSUs j road segments away from their current position. Here, we define that $j = 0$ means the vehicles choose to execute the computation tasks locally on their own vehicular terminals. In addition, $j = 1$...
indicates that the vehicles off-load the tasks to the MEC servers through direct V2I communication, i.e., each destination server and the task-off-loading vehicles are located in the same road segment.

Task-file transmission from the vehicles to the MEC servers takes some time consumption, which acts as a main part in the delay of the off-loading process. Furthermore, data transmission to the farther MEC server means more wireless transmission hops and longer time delay. As there is a latency tolerance for each type of task, we define $J_{\text{max}}$ as the maximum hop of the MEC servers that type-$i$ vehicles can offload their tasks to under the tasks’ delay constraints.

Considering that the distribution of the vehicles on the road follows Poisson distribution, the arrival of the off-loading tasks to an MEC server is a Poisson process. We model the arrivals and the fulfillments of the computing tasks on an MEC server as an $M/M/1$ queue. In the queuing model of each MEC server, the computation service time has an exponential distribution with mean service time $1/\mu$. The average time spent on accomplishing a task is $t_{\text{remote}} = 1/(\mu - \bar{\lambda})$, which includes the waiting time and the computing execution time. Here, $\bar{\lambda}$ is the average rate of the tasks arriving at an MEC server and can be given as

$$\bar{\lambda} = \sum_{i=1}^{S} \sum_{j=1}^{J_{i\text{max}}} p_{ij} \rho_i \lambda.$$  

Because the establishment and the maintenance of the MEC servers are always provided by operators, there are some fees charged for providing the off-loading computing service. We denote the cost for computing a type-$i$ task on the MEC servers as $t_{i\text{remote}}$.

**Off-Loading Through Direct Transmission or Through Predictive Transmission**

When a vehicle chooses to accomplish its computation task remotely on an MEC server, it needs to deliver its input file to the corresponding RSU connected with the MEC server. There are two methods of file transmission from the vehicle to the RSU. The first is direct V2I mode and the other is predictive-mode transmission. In the following text, we discuss the details of these two methods and compare them in terms of time consumption and cost. To facilitate modeling and analysis of the off-loading process, the wireless interference and the wireless transmission capacity limitation have not been considered.

We consider a scenario where a type-$i$ vehicle runs on road segment $l$. In this scenario, this vehicle can directly access the RSU located in this road segment. We denote this RSU as RSU $l$. If the vehicle adopts the direct V2I mode to off-load its task to an MEC server, it transmits the file to RSU $l$ directly. In this mode, the process of the file upload is simple and efficient. Both the file upload time and cost are saved. However, the execution of the computation task on the MEC server takes time $t_{i\text{remote}}$. As the vehicle runs at a high speed, it may be outside the transmission range of RSU $l$ at the end of time $t_{i\text{remote}}$. The output data of the task needs to be transmitted from RSU $l$ to the RSU located on the road segment where the vehicle arrives. The transmission between these RSUs goes through the wireless backhauls.

Let $t_{\text{backhaul}}$ and $t_{i\text{backhaul}}$ be the time delay and the cost for transmitting the output data of a type-$i$ task across one road segment, respectively. We can get the total time consumption of the task accomplishment through V2I mode as $t_{i1} = t_{\text{upload}} + t_{i\text{remote}} + x_i t_{\text{backhaul}} + t_{i\text{download}}$, where $x_i$ is the number of the road segments that the vehicle has passed through during $t_{i\text{remote}}$. $t_{\text{upload}}$ and $t_{i\text{download}}$ are the time spent on uploading the task file and downloading the computation output, respectively. Similarly, we can compute the total cost of the task accomplishment in V2I mode as $t_{i1} = t_{\text{upload}} + t_{i\text{remote}} + x_i t_{\text{backhaul}} + t_{i\text{download}}$. It is easy to see that, with the higher vehicle speed and the longer task execution time, the vehicle runs farther from the MEC server that computes the task. Longer delay and more cost are induced in the output transmission process.

In the case that a vehicle chooses to off-load its task in the predictive-mode transmission, the computation file is first delivered through the multihop V2V relay transmission. Then, the file is transmitted to an RSU through V2I by the vehicle at the final hop of the transmission relay. In this way, the computation task is off-loaded to the MEC server located at the road segment ahead of the vehicle’s current position in advance. After getting the computation output, the MEC server stores the results on the RSU connected to it. When the task-off-loading vehicle arrives in the transmission range of the RSU, it obtains the results directly from the RSU. By adopting this approach, the transmission capability of the vehicular network is fully utilized, while the resource of the wireless backhauls is greatly saved.

Let $t_{i\text{V2V}}$ denote the average time delay for the transmission of type-$i$ task’s input file through a one-hop V2V relay. The total time consumption of the task accomplishment in this predictive mode is $t_{ij} = y_j t_{i\text{V2V}} + t_{\text{upload}} + t_{i\text{remote}} + t_{i\text{download}}$. Recall that $j$ is the hops of the upload destination RSU away from the vehicle’s current position, so $j > 1$ means the vehicles adopt the predictive-mode transmission. Here, we define $y_j$ as the V2V relay hops that are required in transmitting the input file to the $j$-hop-away RSU. Furthermore, the total cost of this type of task off-loading can be similarly
**Given the large number of vehicles on the road, vehicles can communicate with each other through multihop vehicle-to-vehicle connections.**

Given as $f_{ij} = y_j f_{ij,\text{load}} + f_{ij,\text{upload}} + f_{ij,\text{remote}} + f_{ij,\text{download}}$, where $1 < j \leq J_{\text{max}}$.

**Optimal Off-Loading Schemes for Computation Tasks**

To minimize the off-loading cost of both data transmission and task execution while satisfying the latency constraints, the objective function of the optimal off-loading schemes is shown as

$$
\min_{\{P_i\}} \sum_{i=1}^{S} \sum_{j=0}^{J_{\text{max}}} \rho_{ij} f_{ij}
\text{s.t. } t_{ij} \leq t_{i,\text{max}}, \quad i \in \{1, S\}, j \in \{0, J_{\text{max}}\}. \tag{2}
$$

The objective function in (2) gives the average off-loading costs of all types of vehicles when they choose off-loading strategies $\{P_i\}$. To obtain the solution of (2), we take a game approach to find the optimal off-loading strategies of each type of vehicle. In this game, there are $S$ players. Each player is a set of vehicles with the same type tasks. We denote the vehicle set with type-$i$ tasks as set $i$. The strategies of vehicle set $i$ ($i = \{1, 2, ..., S\}$) are $\{P_i\}$. In other words, the strategies are the probabilities of vehicle set $i$’s off-loading choices. Vehicle set $i$ can choose either to execute tasks locally or to offload them to $j$-hop-away MEC servers. The payoff for set $i$ is the sum of their off-loading costs.

In a game with finite players, a Nash equilibrium (NE) is a solution in which no player can improve its pay off by changing the strategy unilaterally, given the strategies of the other players. In our proposed game, there are $S$ players whose total number is finite. Furthermore, the off-loading strategies of each vehicle set $i$ can be regarded as a finite set $\mathcal{J}_i = \{0, 1, 2, ..., J_{\text{max}}\}$ with probability set $\mathcal{P}_i = \{P_{i0}, P_{i1}, P_{i2}, ..., P_{i,J_{\text{max}}}\}$, which satisfies the definition of mixed strategies. According to the Nash existence theorem, a finite-player game, in which each player can choose a pure strategy from a finite strategy set, has at least one mixed strategies NE [13]. By a heuristic way where each vehicle set takes its best response action given the strategies of other vehicle sets, we can get an NE, which is the solution of (2).

As MEC servers play a key role in the task-off-loading process, it is worth discussing the point of failure at an MEC server. In this case, although the available computing resources and the distance between two adjacent available MEC servers have been changed, the vehicles can still off-load tasks to other available MEC servers using similar off-loading mechanisms as discussed previously.

**Performance Evaluation**

In this section, we show illustrative results to demonstrate the performance of our proposed optimal off-loading schemes. We consider ten RSUs located along a four-lane one-way road and use Simulation of Urban Mobility to simulate the road traffic. The density of the vehicles on the road is set as $\lambda = 0.3$, and the vehicles are running at speed 120 km/h. The computation tasks of these vehicles are classified into five types with the probabilities $\{0.05, 0.15, 0.3, 0.4, 0.1\}$. As resource requirement is the most important factor affecting the off-loading performance, we set the computation resource requirement of each type of the tasks as $\{7, 13, 27, 33, 48\}$ units, respectively.

Figure 4 evaluates the total computation off-loading costs in terms of the density of the vehicles on the road. We compare the performance of our proposed predictive combination-mode scheme with the V2I direct transmission scheme. It can be seen that the combination-mode scheme greatly reduces the cost when the road has high vehicle density. However, the cost-saving effectiveness is weak when the density is low, because with low traffic density, the total number of vehicles on the road is small. The difference between the costs of the two schemes is small. Furthermore, when $\lambda$ is small, the computation load of each MEC server is light. A large portion of the off-loaded tasks on the MEC servers can be accomplished within the period when the vehicles accessing RSUs have not been changed. As a result, there is no need to adopt predictive-mode transmission.
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**Figure 4** The computation off-loading costs in terms of the density of vehicles.
On the contrary, in the case of high traffic density, long task execution time on the MEC servers leads to more RSUs being passed through by the running vehicles. Due to the transmission cost of the wireless backhaul between RSUs, in Figure 4, the total costs of the direct V2I scheme rise rapidly with the increase of \( \lambda \). However, in the predictive combination-mode scheme, part of the transmission is off-loaded to the V2V relay transmission, which has less cost compared with the wireless backhaul transmission. Therefore, the computation off-loading cost has been saved.

Figure 5 shows the percentage of various types of the tasks that are off-loaded through the predictive-mode transmission. We found that the percentage of the type-1 and the type-5 tasks stay as 0% and 100% in terms of all the \( \lambda \) values, respectively. With each \( \lambda \) value, there is a critical task type. The percentage of the tasks whose type index is less than the critical type index is always 0%, and the percentage of the tasks whose type index is larger than the critical index is 100%. This can be explained as follows. Given the MEC servers working at a certain computation load level, the execution of the tasks with a higher type index takes a longer time. As the vehicles are running at an identical speed, longer execution time means more RSUs may be passed through. More backhaul transmission cost may be induced if the vehicles adopt V2I direct transmission. To save the off-loading cost, computation tasks with higher type index are more likely to prefer predictive-mode transmission.

Figure 6 shows the total computation off-loading costs in terms of the vehicle speed. We can see that both the two transmission schemes have higher off-loading costs with faster vehicle speed. For the direct V2I transmission scheme, there is a sudden increase between the costs at vehicle speed 110 km/h and 120 km/h. In the case where the speed is 110 km/h, at the time when type-3 and type-4 vehicles’ off-loaded tasks are completed, these vehicles are running near the coverage border of the currently accessing RSU. Increasing speed to 120 km/h gives a large portion of these vehicles access to the next RSU. As a result, more wireless backhaul transmission cost has been added to the total costs. However, in our proposed predictive combination-mode scheme, the transmission mode can be dynamically changed to cope with different vehicle speeds. Compared with direct V2I transmission scheme, increase of the total costs of the combination-mode scheme is smaller.

**Conclusions**

In this article, we proposed a new framework of mobile-edge cloud-based vehicular networks. Based on the framework, we discussed the time consumption and the off-loading cost of various transmission modes. We designed a task-file transmission strategy with predictive V2V relay and proposed an optimal predictive combination-mode off-loading scheme. The results demonstrated that our scheme greatly reduces the off-loading cost.
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**Figure 5** The percentage of various types of tasks off-loaded through predictive-mode transmission.  
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**Figure 6** The computation off loading costs in terms of vehicle speed.
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